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Abstract—Machine unlearning is an emerging need that aims
to remove the influence of deleted data from a learned model in
a timely manner. Thus, unlearning is important for the privacy
and security in data management. Nevertheless, existing machine
unlearning methods fail to perform exactly and efficiently in
federated setting. In this paper, we study the unlearning problem
in federated learning, which provides a data deletion mechanism
in the federated setting. First of all, a quantized federated learn-
ing (Q-FL) algorithm is developed to facilitate exact unlearning.
Based on the quantized federated learning system, an exact and
efficient federated unlearning (Exact-Fun) algorithm is designed
to realize the goal of data deletion. Through theoretic analysis
and experimental evaluation, our proposed methods not only have
desired unlearning effectiveness but also achieve high unlearning
efficiency compared with the existing works.

Index Terms—federated learning, machine unlearning, privacy
and security, database management

I. INTRODUCTION

As well known, to advance the performance of machine
learning models, a sufficient amount of data is indispens-
able to be collected from users and/or third parties. For
examples, popular computer vision models are trained on
images and videos posted by Facebook and Flickr users [31],
many natural language processing models are trained on
Amazon reviews [27], and micro-video recommendation sys-
tems are trained on Tiktok user data [23]. In a num-
ber of real applications, users provide their data to the
service providers/platforms for model development in ex-
change of better service quality. Meanwhile, to protect users’
data privacy, the “Right To Be Forgotten” is enforced by
some regulations, such as General Data Protection Regu-
lation (GDPR) [37] and California Consumer Privacy Act
(CCPA) [35]. For instance, a user wants to delete part of search
history, and a hospital requests to remove some patients’
data. In these scenarios, a practical and crucial question is
that when users request to remove data from the services or
platforms, what should the service providers do?

A straightforward method to deal with users’ data removal
requests is to delete the users’ data from the databases.
However, due to the memorization of machine learning mod-
els [34], the information of training data is memorized in
model parameters and cannot be forgotten easily. Moreover,
such naive data deletion can be explored by malicious attackers
to infer users’ private information in various ways, including
model inversion attack [10], membership inference attack [20],

reconstruction attack [12], etc. Therefore, how to correctly and
completely remove users’ data from the learned models has
become a challenging problem for data management.

The rightful data removal in machine learning context,
termed as “machine unlearning” [6], requires deleting data
from training datasets as well as the impact of data in the
learned models. Intuitively, retraining the machine learning
models from scratch on the remaining databases sans the
deleted data is a simple way to achieve unlearning objective,
but full computation cost of retraining may not be affordable,
especially on the models with millions of parameters [9]. Thus,
designing a computation-efficient and time-saving unlearning
method is the core focus of current machine unlearning works.
So far, there are only a few works on machine unlearning but
with different limitations, such as simple learning methods
(linear regression [18], [22]), model-dependent methods (de-
cision tree [5] and k-means cluster [13]). Besides, existing
research on federated learning (FL) mainly focuses on im-
proving unlearning efficiency with approximate unlearning but
overlooks model utility (e.g., model accuracy) after unlearning,
which harms the performance of unlearned models.

Inspired by the limitations of existing unlearning methods,
in this paper, we aim at designing an exact and efficient fed-
erated machine unlearning method in model-agnostic manner.
First, to enable exact federated unlearning, we utilize the idea
of α-quantization [17] to improve the stability of federated
model and propose our quantized federated learning (Q-FL)
algorithm, through which the quantized federated model can
maintain unchanged before and after data deletion. More
importantly, the quantized federated model and the model
retrained from scratch on the remaining databases could be
the same with a high probability, so that there is no need to
retrain from scratch as long as the stability is held. Based
on the quantized federated model, we design an exact and
efficient federated unlearning (Exact-Fun) algorithm that also
can achieve decent unlearning efficiency and good model
utility after unlearning. We highlight the contributions of this
paper as follows:

• To the best of our knowledge, this paper is the first
work to investigate the exact federated unlearning in
FL, which can be extended to different machine learning
models (model agnostic).

• The quantized federated unlearning (Q-FL) algorithm is
designed to enable exact federated unlearning with the



guarantee of model convergence.
• The exact and efficient federated unlearning (Exact-Fun)

algorithm is proposed to process users’ data deletion
requests with proved unlearning efficiency.

• Both our Q-FL and Exact-Fun algorithms are evaluated
on real datasets via intensive experiments, which validate
the effectiveness and efficiency of our proposed algo-
rithms compared with state-of-the-art.

This paper is organized as follows. The related works and
the preliminaries are introduced in Section II and Section III,
respectively. In Section IV, we detail our methodology. Then,
our proposed algorithms are evaluated in Section V. Finally,
we give a conclusion in Section VI.

II. RELATED WORKS

Existing works on unlearning can be categorized into two
branches, i.e., exact unlearning and approximate unlearning,
according to their efficiency and effectiveness.

Exact unlearning requires the distribution of unlearned
model parameters should be exactly same as the distribution of
model parameters that are retrained on the dataset without the
deleted data. Since this requirement is hard to be achieved in
complicated models, most exact unlearning strategies are de-
signed on simple learning models. [6] first designed unlearning
algorithms for statistical query based learning models, such
as Naive Bayesian classifier and SVM, where the strategies
are used to maintain model statistics at learning stage and
update parameter information when unlearning data comes.
Then, Ginart et al. [13] proposed the first unlearning method
for unsupervised learning k-means cluster algorithm, which
adopts stability and divide-and-conquer to improve unlearn-
ing efficiency. In [4], a SISA framework was designed to
reduce unlearning time through sharding, isolation, slicing,
and aggregation, of which the idea is to split a dataset to
small parts so that the retraining time is reduced. Similarly,
Aldaghri et al. [1] adopted ensemble learning to split training
dataset into disjoint shards by coding matrix. When unlearning
is performed, the unlearned data is removed from coded
shards, and the corresponding model is retrained. Following
this, [5], [32] conducted unlearning algorithms on random
forests algorithm, where they used a similar idea to adjust
the structure of decision tree such that the retrained subtree
can be minimized. In the above works, the exact unlearning
strategies realize the unlearning requirement by retraining a
part of models, which can guarantee unlearning effectiveness
but reduce unlearning efficiency.

On the contrary, approximate unlearning prefers unlearning
efficiency to unlearning effectiveness. Different from exact
unlearning, the distribution of approximately unlearned model
parameters is similar to the distribution of retrained model pa-
rameters with less unlearning time. Instead of retraining a part
of model, approximate unlearning methods perform a post-
processing on the learned models to obtain an approximation
of the fully retrained models. In the research of [16], [40], [41],
authors used similar idea to achieve approximate unlearning by
updating the trained model with stored gradients when certain

data points are removed. Neel et al. [29] and Ullah et al. [36]
imported statistical indistinguishability and algorithm stability
respectively to unlearn data via gradient descent with provable
approximation. To cover the adversarial scenario where a user
deliberately deletes data under specific distribution, Gupta et
al. [19] proposed adaptive machine unlearning that can handle
arbitrary model classes and training methodologies. On the
other hand, the authors of [18], [33] proposed differentially
private data removal mechanisms, which can unlearn data
from the learned model by hessian matrix, and Golatkar and
Wang [14], [38] focused on unlearning a specific class label
from deep networks. Considering the computational cost of
hessian matrix, Izzo et al. [22] found a sublinear algorithm
to speed up unlearning from linear models efficiently. In
another branch, a few probability-based unlearning methods
were utilized to solve approximate unlearning under federated
settings with Bayesian [8], [15] and Monte Carlo [30]. To sum
up, approximate unlearning runs faster than exact unlearning
but fails to improve model utility after unlearning. Therefore,
it is challenging to design an exact and efficient federated
unlearning method because it is still an open problem.

III. PRELIMINARY

As an advanced distributed learning paradigm, FL allows a
set of distributed clients K = {1, 2, . . . ,K} to collaboratively
learn a global model on the federated server using their own
local dataset Dk (k ∈ K). In Dk, each data instance is
represented by (x, y), where x ∈ X , X is the feature space of
training data, y ∈ Y , and Y is the set of ground truth labels.
In a federated learning system, all the clients’ local databases
together form a global database D =

⋃
k∈K Dk. During each

training iteration t, the goal of each local client k in the system
is to minimize a loss function as shown in Eq. (1).

Lk(w
t
k) =

1

|Dk|
∑

(x,y)∈Dk

l(wt
k, (x, y)), (1)

where Lk is the loss function of client k, wt
k is the model

parameter of client k at iteration t, |Dk| is the size of Dk,
and l(wt

k, (x, y)) is the loss of model wt
k on instance (x, y).

Then, the clients’ local models are uploaded to the server for
aggregation, and the federated model parameter wt of iteration
t is calculated via FedAvg algorithm [28].

wt =
∑
k∈K

|Dk|
|D| w

t
k. (2)

According to the loss function of local clients and the aggrega-
tion algorithm, the optimization objective of federated learning
system can be formulated as Eq. (3).

min
wt∈W

L(wt) =
∑
k∈K

|Dk|
|D| Lk(w

t), (3)

where W ∈ Rd is the d-dimension hypothesis space of model
parameters. In a nutshell, a federated learning algorithm can
be defined to be A : D → W , which takes D =

⋃
k∈K Dk

as the input and outputs the federated model parameter wt

belonging to W as depicted in Fig. 1.
In this paper, we make assumptions on the FL system as

existing works, which can facilitate our analysis.
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Fig. 1: The system framework of federated learning.

1) (Bounded and Unbiased Gradient) ∀w ∈ W , the stochas-
tic gradient ∇Lk(w) has an upper bound G and is an
unbiased estimator of federated loss function’s gradient
∇L(w) [21], [24]:

∥∇Lk(w)∥ ≤ G, ∇L(w) = E{∇Lk(w)} (4)

2) (Lipschitz Continuous Gradient) ∀w,w′ ∈ W , the gra-
dient of the loss function Lk(·) is Lipschitz continuous
with µ > 0 [24], [39]:

∥∇Lk(w)−∇Lk(w
′)∥ ≤ µ∥w − w′∥. (5)

3) (Strong Convexity) ∀w,w′ ∈ W , the loss function
l(·, (x, y)) is strongly convex with τ > 0 [24], [39]:

l(w, (x, y)) ≥ l(w′, (x, y))+∇l(w′, (x, y))⊤(w − w′)

+
τ

2
∥w − w′∥2, (6)

where ⊤ is the transpose operation.
These assumptions are practical for common loss functions

such as mean square error and cross entropy loss in machine
learning.

IV. EXACT FEDERATED UNLEARNING

A. Problem Formulation

After an FL model is trained on the given training dataset,
the model parameters are fixed and can be deployed for use
in applications. When client j ∈ K would like to erase his/her
data Uj ⊂ Dj (|Uj | = m < |Dj |) from the trained federated
model, he/she could submit an unlearning request to the server.
Particularly, the clients hold disjoint private datasets locally,
so the unlearned data submitted by each one is different.
Besides the federated model, the federated learning algorithm
A produces a set of meta-data M that is not necessarily
used during prediction but useful in the unlearning procedure
for computing gradients and intermediate results and other
purposes. Accordingly, an unlearning algorithm can be defined
as A u : (A (D),Uj ,M) → W , which takes the trained model
A (D), the unlearning dataset Uj , and the meta-data M as the
inputs to update an unlearned model.

To process an unlearning request, Uj should be deleted
from Dj (and D), and the influence of Uj should be revoked
from the trained federated model. Moreover, a successful exact
unlearning algorithm should guarantee: (i) the unlearning cost
(e.g., time and computation) is less than the cost of training

from scratch on the remaining dataset Du = D \ Uj ; and (ii)
the distribution of unlearned model parameter is the same as
the distribution of model parameters trained from scratch on
Du. We give its definition in Definition 1.

Definition 1. (Exact Federated Unlearning) Given an FL
algorithm A :D → W with clients set K, and an unlearn-
ing request Uj (j ∈ K), the unlearning algorithm A u :
(A (D),Uj ,M) → W can exactly unlearn Uj from A (D)
if

Pr[A u(A (D),Uj ,M) ∈ W] = Pr[A (Du) ∈ W].

The definition means that the probability distributions of
unlearned model and the retrained model are equal.

B. Quantization of Federated Learning

In the FL system, when the dataset Uj is deleted from Dj

and D per client j’s unlearning request, there may be changes
in the final trained federated model. That is, the change of local
user’s dataset usually have influence on the trained model.
As a result, it is hard to guarantee the exact equivalence
on distribution between the unlearned model and the model
trained from scratch on Du as required in Definition 1. To
overcome this challenge, stabilizing the FL algorithm becomes
necessary to enable exact unlearning. In other words, the
trained federated model is expected to have certain stability
with respect to the local dataset, so that small changes on
the local dataset should only cause a small or no change
on the distribution of trained federated model parameters. In
our problem, when a dataset Uj is requested to be unlearned,
the trained federated model should not change too much. If
such changes can be evaluated efficiently during the unlearning
stage, we can achieve the exact unlearning efficiently.

The way to reach stability in federated learning is quantiza-
tion [17], where the aggregated parameters of the federated
model are quantized to a discrete vertex in the hypothe-
sis space of model parameters. The quantization operation
q(α,wt) = ŵt can map its continues input value wt to a
discrete value ŵt, which is expressed as follows:

ŵt = α · z∗, s.t. z∗ = arg min
z∈Zd

∥wt − α · z∥2, (7)

where Zd is the d-dimensional integer space. For instance, in
1-dimension, q(α = 0.1, wt = 0.62) maps wt=0.62 to ŵt=0.6,
which is like a rounding operation; and in 2-dimension, q(α =
0.5, wt = [1.1, 2.7]) maps wt to the closest α vertex ŵt =
[1.0, 2.5].

By applying quantization, we first propose the quantized
federated learning (Q-FL) algorithm as presented in Algo-
rithm 1 to enable exact unlearning and then demonstrate our
exact and efficient unlearning algorithm to unlearn a dataset
Uj . At the beginning of Q-FL, the server initializes model
parameter w0. The initialization is passed through quantization
function q(α, ·) to get the quantized model ŵ0, which is then
distributed to all participated clients as their local models
for computing ClientUpdate(·). The operation of clients is
the same as that in the original FL described in Section III,



Algorithm 1 Quantized Federated Learning (Q-FL)
Input: the number of iterations T , the number of clients K, learning
rate η, the granularity of quantization α
Output: quantized federated model ŵT

1: Server executes: initialize ŵ0 = q(α,w0)
2: for iteration t = 0 to T do
3: for client k ∈ K in parallel do
4: wt+1

k ← ClientUpdate(k, ŵt)
5: end for
6: wt+1 ←

∑
k∈K

|Dk|
|D| w

t+1
k

7: ŵt+1 = q(α,wt+1)
8: save wt+1 and ŵt+1 on server; // as meta-data
9: end for

10: return ŵT

11: ClientUpdate(k, ŵt): // run on each client
12: compute gradient ∇Lk(ŵ

t) for Dk

13: update local model wt+1
k ← ŵt − η∇Lk(ŵ

t)
14: upload model wt+1

k to server.

including computing gradients, updating local models, and
uploading their updated local models to the server. After the
server receives local updates and performs aggregation, a new
federated model wt+1 is obtained. Next, quantization function
is executed in Line 7 on the federated model wt+1 to get
the quantized model parameter ŵt+1 = q(α,wt+1). Both the
original federated model wt+1 and the quantized federated
model ŵt+1 are stored on server as meta-data M.

It is worth noticing that through quantization at server in
each iteration t, the quantized federated model become stable
as a constant with a high chance with respect to unlearning
small datasets (proved in Theorem 2). Thus, Uj can be easily
unlearned from the quantized FL model without complex re-
computation and communication. Besides, the proposed Q-
FL algorithm can not only support exact unlearning, but also
preserve the model utility and convergence even if quantization
operation disturbs its parameters. Hereafter, we first state a
Lemma 1 and then use it to prove the convergence bound of
proposed quantized federated learning (Q-FL) algorithm.

Lemma 1. In the Q-FL of Algorithm 1, the loss value of
quantized FL model between t-th iteration and (t + 1)-th
iteration is bounded by the following inequality:

E{L(ŵt+1)− L(ŵt)} ≤ β1E{∥∇L(ŵt)∥2}+ β2E{∥N t+1∥2},
(8)

where β1 = −η + µη2

2 and β2 = µ
2 .

Proof. The quantization function ŵt = q(α,wt) essentially
is a random noise perturbation. In each dimension of wt, a
random noise with uniform distribution U(−α

2 ,
α
2 ) is added,

which makes ŵt be a perturbed result of wt. Therefore, we
have ŵt = q(α,wt) = wt +N t and obtain Eq. (9).

ŵt = wt +N t =
∑
k∈K

|Dk|
|D| w

t
k +N t, (9)

where N t ∼ U(−α
2 ,

α
2 ) is the noise added in iteration t.

According to the training process of gradient descent method,
the local model of each client k is updated as

wt+1
k = ŵt − η∇Lk(ŵ

t). (10)

By combining Eq. (9) and Eq. (10), ŵt+1 can be obtained:

ŵt+1 =
∑
k∈K

|Dk|
|D| (ŵ

t − η∇Lk(ŵ
t)) +N t+1. (11)

Since the gradient of loss function Lk(w) is Lipschitz con-
tinuous (see assumption (2)), the loss function Lk(w) is
convex [2], [3]. We can construct a new convex function
g(w) = µ

2w
⊤w−Lk(w) [43] and obtain its gradient ∇g(w) =

µw −∇Lk(w). Because of the convexity of g(w), there is

g(ŵt+1) ≥ g(ŵt) +∇g(ŵt)⊤(ŵt+1 − ŵt). (12)

By substituting g(w) = µ
2w

⊤w−Lk(w) into Eq. (12), we get
Eq. (13).

µ

2
ŵt+1⊤ŵt+1 − Lk(ŵ

t+1)

≥µ

2
ŵt⊤ŵt − Lk(ŵ

t) + (µŵt −∇Lk(ŵ
t))⊤(ŵt+1 − ŵt). (13)

By rearranging the above equation, we can have

Lk(ŵ
t+1)− Lk(ŵ

t)

≤∇Lk(ŵ
t)⊤(ŵt+1 − ŵt)

+
[µ
2
ŵt+1⊤ŵt+1 − µ

2
ŵt⊤ŵt − µŵt⊤(ŵt+1 − ŵt)

]
≤∇Lk(ŵ

t)⊤(ŵt+1 − ŵt) +
µ

2
∥ŵt+1 − ŵt∥2. (14)

From the assumption (1), the gradient is bounded and unbi-
ased, so Eq. (15) is obtained by taking expectation at both
sides of Eq. (14).

E{L(ŵt+1)− L(ŵt)} ≤E{∇L(ŵt)⊤(ŵt+1 − ŵt)}

+
µ

2
E{∥ŵt+1 − ŵt∥2}. (15)

To estimate the upper bound of the right side in Eq. (15), we
need to bound two items: ŵt+1− ŵt and ∥ŵt+1− ŵt∥2. From
Eq. (9), the difference between ŵt+1 and ŵt is computed as
follows:

ŵt+1 − ŵt =
∑
k∈K

|Dk|
|D|

[
ŵt

k − η∇Lk(ŵ
t)
]
+N t+1 − ŵt

=ŵt − η
∑
k∈K

|Dk|
|D| ∇Lk(ŵ

t) +N t+1 − ŵt

=− η
∑
k∈K

|Dk|
|D| ∇Lk(ŵ

t) +N t+1

=− η∇L(ŵt) +N t+1. (16)

Then, for ∥ŵt+1 − ŵt∥, we have

∥ŵt+1 − ŵt∥ =∥ − η∇L(ŵt) +N t+1∥ (17)

≤∥η∇L(ŵt)∥+ ∥N t+1∥.



Based on Eq. (16), Eq. (17), and Eq. (15), we can have

E{L(ŵt+1)− L(ŵt)}

≤E{∇L(ŵt)⊤(ŵt+1 − ŵt)}+ µ

2
E{∥ŵt+1 − ŵt∥2}

≤E{∇L(ŵt)⊤(−η∇L(ŵt) +N t+1)}

+
µ

2
E{(∥η∇L(ŵt)∥+ ∥N t+1∥)2}

=E{−η∥∇L(ŵt)∥2 + (∇L(ŵt)⊤N t+1)}

+
µ

2
E{η2∥∇L(ŵt)∥2 + 2η∥∇L(ŵt)∥∥N t+1∥+ ∥N t+1∥2}

=− ηE{∥∇L(ŵt)∥2}+ E{∥∇L(ŵt)N t+1∥}+ µη2

2
E{∥∇L(ŵt)∥2}

+ µηE{∥∇L(ŵt)∥∥N t+1∥}+ µ

2
E{∥N t+1∥2}

(i)
=(−η +

µη2

2
)E{∥∇L(ŵt)∥2}+ µ

2
E{∥N t+1∥2} (18)

Equality (i) holds because the mean of noise N t is 0. Let
β1 = −η + µη2

2 and β2 = µ
2 , Lemma 1 is proved.

Then, we can use Lemma 1 to prove Theorem 1.

Theorem 1. The convergence upper bound of our proposed
Q-FL Algorithm 1 is given by Eq. (19) when η ∈ (0, 2

µ ] and
is given by Eq. (20) when η ∈ ( 2µ ,∞).

E{L(ŵt)− L(w∗)} ≤ (1 + 2τβ1)
tC0 − β2α

2d[1− (1 + 2τβ1)
t]

24τβ1
,

(19)

E{L(ŵt)− L(w∗)} ≤ (
1

2τ
+ β1)G

2 +
β2α

2d

12
, (20)

where w∗ is the optimal parameter of federated model, C0 =
∥L(ŵ0) − L(w∗)∥ is the initialization quality of federated
model, and η is the learning rate of local models.

It is worth noticing that 2τβ1 is a negative value, so the
right hand side of Eq. (19) is reducing along with iteration t.

Proof. From Lemma 1, we can have

E{L(ŵt+1)− L(w∗)} ≤E{L(ŵt)− L(w∗)} (21)

+β1E{∥∇L(ŵt)∥2}+ β2E{∥N t+1∥2}.

The property (3) of strong convexity implies Polyak-
Lojasiewicz (PL) inequality:

τ(l(w, (x, y))− l(w∗, (x, y))) ≤ 1

2
∥∇l(w, (x, y))∥2, (22)

which indicates that

2τ(L(w)− L(w∗)) ≤ ∥∇L(w)∥2. (23)

When η ∈ (0, 2
µ ], β1 < 0. By multiplying β1 in both sides of

Eq. (23), we have

β1∥∇L(w)∥2 ≤ 2τβ1E{(L(w)− L(w∗))}
⇒ β1E{∥∇L(ŵt)∥2} ≤ 2τβ1E{(L(ŵt)− L(w∗))} (24)

𝑤𝑤1𝑡𝑡
𝑤𝑤2𝑡𝑡 𝑤𝑤𝐾𝐾𝑡𝑡

𝑤𝑤𝑡𝑡 𝑤𝑤𝑡𝑡 𝑤𝑤𝑡𝑡

Dataset D3Dataset D2
Dataset D1 Dataset DK

�

𝑞𝑞𝑞𝑞(𝛼𝛼,𝑤𝑤𝑢𝑢,𝑡𝑡) ← 𝑤𝑤𝑢𝑢,𝑡𝑡

unlearn 
Uj

1 update dataset 𝐷𝐷𝑗𝑗 → 𝐷𝐷𝑗𝑗\𝑈𝑈𝑗𝑗
2 update model 𝑤𝑤𝑗𝑗𝑡𝑡 → 𝑤𝑤𝑗𝑗

𝑢𝑢,𝑡𝑡

3 upload 𝑤𝑤𝑗𝑗
𝑢𝑢,𝑡𝑡 to server

Quantization

Fig. 2: The framework of proposed Exact-Fun algorithm

By substituting Eq. (24) into Eq. (21), the following result can
be computed.

E{L(ŵt+1)− L(w∗)}
≤E{L(ŵt)− L(w∗)}+ 2τβ1E{(L(ŵt)− L(w∗))}+ β2E{∥N t+1∥2}
=(1 + 2τβ1)E{L(ŵt)− L(w∗)}+ β2E{∥N t+1∥2}
≤(1 + 2τβ1)

2E{L(ŵt−1)− L(w∗)}
+ (1 + 2τβ1)β2E{∥N t∥2}+ β2E{∥N t+1∥2}
. . .

≤(1 + 2τβ1)
t+1E{L(ŵ0)− L(w∗)}+ β2E{∥N t+1∥2}

t∑
h=0

(1 + 2τβ1)
h

≤(1 + 2τβ1)
t+1E{L(ŵ0)− L(w∗)}+ β2α

2d

12

t∑
h=0

(1 + 2τβ1)
h

=(1 + 2τβ1)
t+1C0 − β2α

2d[1− (1 + 2τβ1)
(t+1)]

24τβ1
.

When η ∈ [ 2µ ,∞), we have β1 > 0 and the following
inequality.

E{L(ŵt)− L(w∗)} ≤ 1

2τ
E{∥∇L(ŵt)∥2} (25)

By substituting Eq. (25) into Eq. (21), the result is

E{L(ŵt+1)− L(w∗)}
≤ E{L(ŵt)− L(w∗)}+ β1E{∥∇L(ŵt)∥2}+ β2E{∥N t+1∥2}

≤ 1

2τ
E{∥∇L(ŵt)∥2}+ β1E{∥∇L(ŵt)∥2}+ β2E{∥N t+1∥2}

≤ (
1

2τ
+ β1)G

2 +
β2α

2d

12
.

Theorem 1 is proved.

Theorem 1 states that even though our proposed Q-FL
algorithm is obfuscated by quantization, the trained federated
model can still converge.

C. Exact and Efficient Federated Unlearning

When our quantized federated learning algorithm terminates
after T iterations, a federated model ŵT is completely trained.
With such a quantized federated model ŵT , exact unlearning
process can be executed to unlearn Uj from the trained model
ŵT once the unlearning is requested by client j, and then the
corresponding unlearned federated model ŵu,T is obtained.



According to Algorithm 1, in each iteration t ∈ [0, T ], the
trained local model wt+1

j of any client j is calculated as

wt+1
j = wt

j−η
1

|Dj |
[

∑
(x,y)∈Du

j

∇l(wt
j , (x, y))+

∑
(x,y)∈Uj

∇l(wt
j , (x, y))].

(26)
When Uj is removed from client j’s dataset Dj , the updated
model wu,t+1

j should be calculated via Eq. (27) to unlearn Uj .

wu,t+1
j = wt

j − η
1

|Du
j |
[

∑
(x,y)∈Du

j

∇l(wt
j , (x, y))], (27)

where Du
j = Dj \ Uj is the remaining dataset.

The difference between the trained local model wt+1
j and

the unlearned local model wu,t+1
j is only the gradients of data

in Uj . Thus, to get wu,t+1
j efficiently without computing the

gradients of Du
j , we can directly remove the gradient of Uj

from the previously trained local model wt+1
j . By comparing

Eq. (26) and Eq. (27), the rule of updating wu,t+1
j from wt+1

j
is given as

wu,t+1
j =

|Dj |
|Du

j |
wt+1

j − |Uj ||Du
j |
wt

j +
η

|Du
j |

∑
(x,y)∈Uj

∇l(wt
j , (x, y))].

(28)

Notice that in Eq. (28), we have already got wt+1
j and wt

j

in Q-FL Algorithm 1 as meta-data and only need to compute
gradients for data points in Uj . Due to continuity, the changes
on federated model caused by unlearning request is small
when size of Uj is not too large. Moreover, with the quantized
stability of Q-FL, the federated model can still be stable with
a large probability (see Theorem 2).

The exact federated unlearning process for deleting Uj is
presented in Fig. 2 and Algorithm 2. When client j submits
an unlearning request, Uj is deleted from Dj , and an updated
local model wu,t

j is computed based on client j’s trained
local model at iteration t as shown in Eq. (28). Then, wu,t

j

is uploaded to server to aggregate a new federated model
wu,t that is quantized through quantization function q(α, ·)
to produce ŵu,t. If the newly quantized federated model ŵu,t

is the same as the stored federated model ŵt, deleting Uj has
no impact on the previously trained federated model ŵt, and
retraining from scratch on Du

j would output the same federated
model. This implies that our unlearning method is exact. On
the contrary, if the newly quantized federated model ŵu,t is
different from the stored federated model ŵt, the stability of
quantized federated model is broken, retraining from current
t-th iteration is needed to remove the influence of Uj from
learned models in iteration t until terminated iteration T .

In our unlearning algorithm Exact-Fun, the major computa-
tion time lies in the retraining process (i.e., Line 12 of Algo-
rithm 2), which can be controlled by adjusting the quantization
parameter α based on system requirements. A larger α brings
more stability, smaller retraining probability and less retraining
cost, but also a reduced model utility because of the increase
of noise perturbation. Thus, in Theorem 2, we prove that the
retraining probability in Algorithm 2 is a function of α and a
proper α value can guide efficient unlearning in practice.

Algorithm 2 Exact and Efficient Federated Unlearning
Input: the number of iterations T , the number of clients K, the gran-
ularity of quantization α, the unlearning client j and its unlearning
request Uj
Output: the unlearned federated model ŵu,T

1: identify the unlearning client j and request Uj
2: for iteration t = 0 to T do
3: compute the gradient ∇Lj(w

t
j) of client j on Uj

4: update local model wu,t
j via Eq. (28)

5: upload wu,t
j to server

6: calculate wu,t = wt − |Du
j |

|D| (w
t
j − wu,t

j )

7: quantize wu,t, q(α,wu,t) = ŵu,t

8: if ŵu,t = ŵt // deletion makes no changes then
9: continue;

10: else
11: send ŵu,t to all clients
12: re-run Algorithm 1 on remaining dataset Du with ŵu,t as

initialization for iterations in [t, T ]
13: end if
14: end for
15: return ŵu,T

Theorem 2. Assume the distance between the original fed-
erated model wt and its unlearned federated model wu,t has
an upper bound B, i.e., ∥wt − wu,t∥ ≤ B with t ∈ [0, T ].
The probability that Algorithm 2 needs retraining is given by
Eq. (29).

Pr(ŵu,t ̸= ŵt) =

{
1− ( α

2B
)d, B ∈ [α,∞)

1− (1− B
2α

)d, B ∈ (0, α)
(29)

where d is the dimension of model parameter space W .

Proof. Without loss of generality, we start with the model wt

is quantized to vertex α in 1-dimension space R. Due to the
property of quantization operation, wt that is mapped to α
should originally belong to the range [α2 ,

3α
2 ] with uniform

distribution U(α2 ,
3α
2 ). Since ∥wt−wu,t∥ ≤ B, wu,t falls into

the range [wt − B,wt + B] after unlearning process. Thus,
ŵt = ŵu,t only if both wt and wu,t fall into the range [α2 ,

3α
2 ],

through which we can calculate the probability of ŵt being
equal to ŵu,t, i.e., Pr(ŵu,t = ŵt).

On the other hand, wt, wu,t, ŵt, ŵu,t ∈ W ∈ Rd. The
training process of learning algorithm is random, and the
distribution of each dimension of parameters is independent.
Thus, we can first calculate Pr(ŵu,t = ŵt) and Pr(ŵu,t ̸= ŵt)
in 1-dimension space R and then extend the calculation to d-
dimension space Rd based on binomial distribution.

The range of wt is [α2 ,
3α
2 ] with the length of α, and the

range of wu,t is [wt − B,wt + B] with the length of 2B.
According to relation between the length 2B and the range
[α2 ,

3α
2 ], there are three cases for discussing whether ŵu,t is

in [α2 ,
3α
2 ].

(i) When B ∈ [α,∞), for any wt ∈ [α2 ,
3α
2 ], the probability

of unlearned model wu,t falls into [α2 ,
3α
2 ] is α

2B as B is large
enough to cover the range [α2 ,

3α
2 ]. So, Pr(ŵu,t = ŵt) in 1-

dimension space R can be calculated as follows,

Pr(ŵu,t = ŵt) =

∫ 3α
2

α
2

1

α
· α

2B
dw =

α

2B
. (30)



In d-dimension space Rd, we have Pr(ŵu,t = ŵt) = ( α
2B )d,

because every dimension should satisfy the equality require-
ment. Thus, in d-dimension space Rd, Pr(ŵu,t ̸= ŵt) =
1− ( α

2B )d.
(ii) When B ∈ [α2 , α), ∀wt ∈ [α2 ,

3α
2 − B], Pr(ŵu,t =

ŵt) =
B+w−α

2

2B ; ∀wt ∈ [ 3α2 − B, α
2 + B], Pr(ŵu,t = ŵt) =

α
2B ; and ∀wt ∈ [α2 + B, 3α

2 ], Pr(ŵu,t = ŵt) =
B+ 3α

2 −w

2B .
So, Pr(ŵu,t = ŵt) in 1-dimension space R is calculated as
follows

Pr(ŵu,t = ŵt) =
1

α
[

∫ 3α
2

−B

α
2

B + w − α
2

2B
dw +

∫ α
2
+B

3α
2

−B

α

2B
dw

+

∫ 3α
2

α
2
+B

B + 3α
2
− w

2B
dw] = 1− B

2α
. (31)

Similarly, by extending to d-dimension space Rd, we have
Pr(ŵu,t ̸= ŵt) = 1− (1− B

2α )
d.

(iii) When B ∈ (0, α
2 ), similar to the case in (ii), Pr(ŵu,t =

ŵt) can be calculated by

Pr(ŵu,t = ŵt) =
1

α
[

∫ α
2
+B

α
2

B + w − α
2

2B
dw +

∫ 3α
2

−B

α
2
+B

2B

2B
dw

+

∫ 3α
2

3α
2

−B

B + 3α
2
− w

2B
dw] = 1− B

2α
. (32)

Thus, in d-dimension space Rd, Pr(ŵu,t ̸= ŵt) = 1 − (1 −
B
2α )

d. Combining the cases (i), (ii), and (iii), Theorem 2 is
proved.

Theorem 2 implies that a larger quantization value α can re-
duce the retraining probability exponentially but may result in
a worse convergence bound. The trade-off between efficiency
and convergence should be designed carefully.

Remark. Our unlearning algorithm Exact-Fun processes one
unlearning request each time. In real FL application, there
may be multiple users submitting multiple unlearning requests,
for which Exact-Fun can run multiple times to accomplish
these unlearning requests one by one. Per the requirements of
applications, the specific one-by-one implementation manner
can be determined in a different ways, such as “first-come-
first-serve” and “priority-based service order”.

V. EXPERIMENTS

In this section, we conduct intensive experiments to validate
the performance of Q-FL algorithm and Exact-Fun algorithm.

A. Experiment Settings

Our experiments are implemented by Pytorch on Google
Colab Tesla T4 GPU. The algorithms are evaluated on neu-
ral networks for both Fashion-MNIST [42] and CIFAR-101

datasets, but they can be applied on any numerical model if
it is compatible with FL. Model structure of Fashion-MNIST
and CIFAR-10 datasets is shown in the following Table I. Due
to page limit, complete experiment settings, code, and results
can be found in this anonymous link.

1https://www.cs.toronto.edu/ kriz/cifar.html

TABLE I: Structure of neural networks

L F-MNIST Model CIFAR-10 Model

1 (5, 5)× 20, Conv, ReLu (5, 5)× 32, Conv, ReLu
2 (2, 2), Maxpooling (2, 2), Maxpooling
3 (5, 5)× 50, Conv, Leaky ReLU (5, 5)× 64, Conv, Leaky ReLU
4 (2, 2), Maxpooling (2, 2), Maxpooling
5 opt× 256, Dense, Leaky ReLU (5, 5)× 128, Conv, Leaky ReLU
6 256× 10, Dense (2, 2), Maxpooling
7 opt× 256, Dense, Leaky ReLU
8 256× 10, Dense

Training and Unlearning Scenarios. In the FL system,
we set the number of clients K to be 10, 20, and 50. The
training dataset is separated to 50 disjoint shards with different
number of data points and different class labels. This is to
simulate the real application scenario of federated learning
in non-i.i.d. settings. For different number of clients K in the
system, we randomly pick K shards of data without repetition
and assign to each client as local dataset. By this setting, we
simulate the realistic application scenario, that is, the more
participant clients, the more training data. Our proposed Exact-
Fun algorithm can support unlearning from multiple clients,
each of which may submit multiple unlearning requests. For
evaluation, 10%×K clients are randomly selected, and each
of them submit 5 unlearning requests, so there are 0.5K
unlearning requests in total. These requests are processed via
Algorithm 2 one-by-one. Notably, in practice, the unlearned
data should be a small portion of a client’s local database,
otherwise, the motivation of performing unlearning may not
be sufficient, and the effectiveness and efficiency of unlearning
may not be good [6], [13]. Thus, for each selected client who
requests unlearning, the total number of unlearned data in the
5 requests is at most 20% of his/her local dataset, i.e., the
portion of unlearned data is p ≤ 20%.

Baseline Models. For Q-FL algorithm, we choose the
original federated learning (OFL) algorithm as a baseline,
to compare model convergence, model accuracy, and training
speed in Section V-B.

Since we are the first to explore the exact federated un-
learning problem and there is no publicly available exact
approach, retraining with OFL algorithm from scratch on the
remaining dataset Du is adopted as a baseline to evaluate our
proposed Exact-Fun algorithm. Besides, one state-of-the-art
approximate federated unlearning method [26] on INFOCOM
2022, is selected as baseline for unlearning performance com-
parison. The evaluation of unlearning performance is presented
in Section V-C.

B. Q-FL Performance

Our Q-FL algorithm uses quantization to stabilize the train-
ing process so as to facilitate exact federated unlearning. The
impact of quantization on the federated learning is deeply
investigated by changing the value of quantization parameter α
to measure model convergence, accuracy, and training speed.

The value of α are set differently for Fashion-MNIST
and CIFAR-10 dataset. For Fashion-MNIST dataset, the

https://www.dropbox.com/sh/pdgl4vfbbhdxxml/AADBJeS6JKCAfw5TCD4Oe1Oya?dl=0
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Fig. 3: The loss value of FL models with different α (K=50).
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Fig. 4: The accuracy value of FL models with different α (K=50).

average norm of each element in the trained feder-
ated model parameters is 1

d

∑d
i=1 ∥wi∥=0.2. So, we set

α={0.02,0.01,0.005,0.0025}, which are 10%, 5%, 2.5% and
1.25% of the average parameter norm, respectively. Similarly,
for CIFAR-10 dataset, the average norm of each element in the
trained federated model parameters is 0.04, and then α is set
to {0.004, 0.002, 0.001, 0.0005} accordingly. We choose α up
to 10% of average parameter norm for the purpose of maintain
a reasonable model utility.

To evaluate the influence of α on our Q-FL algorithm
empirically, we set α as the above values for Fashion-MNIST
dataset and CIFAR-10 dataset. The loss values of federated
models on corresponding test datasets during each iteration
are shown in Fig. 3. First of all, we can see that the loss
values of all compared federated models decrease with the
increase of T and reach to a stable level after a certain
number iterations (e.g., T = 35 in Fig. 3(a)). This observation
confirms that our quantized federated learning (Q-FL) can
converge as analyzed in Theorem 1. For our Q-FL, a greater
α value means more noise is added in model parameter,
leading to a bigger loss value and a slower convergence
speed. Especially, as shown in Fig. 3, the loss value of Q-
FL with α = 0.0025 converges nearly as fast as the baseline
OFL. Therefore, though the quantization parameter α has an
impact on model convergence, an appropriate α value can
help our Q-FL achieve the comparable learning performance
as the original federated learning. Similar conclusions can be
found for CIFAR-10 dataset, which show our Q-FL model can
converge and achieve small loss value as OFL.

Then, we present the influence of α on the testing accuracy
of federated models in Fig. 4. As we can see from Fig. 4(a),
the accuracy of the compared federated models on Fashion-
MNIST is increased when T grows up and can reach a stable
value after the training process is done. Besides, for our Q-
FL model, the quantized federated model with a smaller α

Q-FL w/ Q-FL w/ Q-FL w/ Q-FL w/
K OFL α = 0.02 α = 0.01 α = 0.005 α = 0.0025

K=10 6.66±0.002 6.71±0.002 6.74±0.002 6.75±0.002 6.79±0.002
K=20 11.56±0.003 11.58±0.003 11.59±0.003 11.61±0.003 11.64±0.003
K=50 26.87±0.003 26.94±0.003 27.09±0.003 27.19±0.003 27.35±0.003

TABLE II: Training time comparison between OFL and Q-FL

value can achieve higher accuracy, and the training accuracy
is more stable, because a smaller α means less noise is injected
to model parameters. This stable accuracy also implies the Q-
FL algorithm is converged. Specifically, when α = 0.0025,
the accuracy of Q-FL on Fashion-MNIST dataset is extremely
close to OFL, which means our proposed Q-FL has compa-
rable accuracy as the original federated learning if α is small
enough. Similarly, the accuracy of Q-FL models on CIFAR-
10 dataset is always increasing and reaches a stable value in
Fig. 4(b). When α is small, the accuracies of Q-FL models
have little difference from that of OFL.

In addition, we also compare the training time of our Q-
FL and the baseline OFL. Table II shows the average training
time of one iteration (in second) of our Q-FL and the baseline
OFL, where we can see that the Q-FL only increases the
average training time of one iteration 2% compared with the
baseline. This minor extra time cost is acceptable considering
the significant unlearning efficiency improved by our Exact-
Fun unlearning algorithm in next section. In a nutshell, the
quantization function q(α, ·) of our Q-FL algorithm is not
a time consuming process and can achieve desired model
accuracy. More experiment results about Q-FL algorithm can
be found in the anonymously linked pdf file.

C. Unlearning Effectiveness and Efficiency

In this part, we evaluate the effectiveness and efficiency
of our Exact-Fun algorithm. Due to the page limit, we only
present the results with K=20. Complete results can be found
in the anonymously linked pdf file.

Unlearning Effectiveness (Accuracy). The unlearning ef-
fectiveness can be evaluated in terms of the accuracy differ-
ence between the retrained federated model and the unlearned
federated model output by different unlearning algorithms (i.e.,
Exact-Fun and INFOCOM22 algorithm). Here we adopt Sym-
metric Absolute Percentage Error (SAPE), which is used in
many unlearning literature [26], [40], [41], to measure the dif-
ference between two accuracies, Acc1 and Acc2, as unlearning
effectiveness: SAPE(Acc1, Acc2) = |Acc1−Acc2|

|Acc1|+|Acc2| × 100%.
SAPE computed on different datasets can address unlearning
effectiveness from two aspects: (i) for the test data, a smaller
value of SAPE means the accuracy of unlearned model is
closer to the accuracy of the retrained model, indicating a bet-
ter prediction performance of unlearning algorithm; while (ii)
for the unlearned data, a smaller SAPE means the unlearned
model contains less information about the removed data.

Fig. 5(a) shows the impact of the quantization parameter
α on the effectiveness of Exact-Fun with setting p = 0.1.
The baseline (INFOCOM22) is not impact by α, and has
constant SAPE when α varies. Clearly, we find that the SAPE
value on the test data increases as α is getting greater. The
reason is that a greater α introduces more noise perturbation on

https://www.dropbox.com/s/jz445y59r5kl63b/ICDM_2023_Exact_Unlearning_Appendix.pdf?dl=0
https://www.dropbox.com/s/jz445y59r5kl63b/ICDM_2023_Exact_Unlearning_Appendix.pdf?dl=0


Baseline Baseline Baseline Exact-Fun Exact-Fun Exact-Fun Exact-Fun
Dataset Original Model Retrained Model INFOCOM22 α=0.0025 α=0.005 α=0.01 α=0.02

Fashion-MNIST 82.86±1.35 51.54±2.27 62.29±1.49 52.75±1.60 52.15±2.02 52.34±1.62 56.17±1.63
CIFAR-10 87.11±1.13 53.03±1.83 69.21±1.22 54.60±1.64 54.74±1.90 52.59±1.67 59.79±2.78

TABLE III: MIA accuracy (%) for deleted data on original model, retrained model, and different unlearning algorithms
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data when p=0.1
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(c) SAPE on test data
when α=0.01
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(d) SAPE on unlearned
data when α=0.01
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Fig. 5: SAPE on Fashion-MNIST test data and unlearned data with different α and p in Fig. 5(a), 5(b), 5(c), 5(d); speed-up in 5(e), 5(f).

the quantized federated learning process, which leads a lower
accuracy in our unlearned federated model. Compared with the
baseline INFOCOM22, our Exact-Fun algorithm beats it when
α is small (e.g., α is 0.0025, 0.005 and 0.01). On the other
hand, the SAPE on the unlearned data increases slowly for
small α values and increases sharply when α becomes 0.02.
When α is smaller, our Exact-Fun algorithm is more likely to
retrain the quantized federated model on remaining dataset as
the retraining method does, so the accuracy difference between
our unlearned model and the retrained model becomes smaller.
When α is larger, our Exact-Fun has less probability to retrain
for unlearning, resulting in larger accuracy difference between
our unlearned model and the retrained model on the unlearned
data. Then, the SAPE of our unlearned model is better than the
baseline except α=0.02. The attractive merit of our Exact-Fun
is the exact unlearning guarantee for user, while the baseline is
just an approximate solution. So, we can conclude that a proper
α can help Exact-Fun algorithm achieve better effectiveness
than the baseline.

Hereafter, we explore the impact of unlearning portion p
on unlearning effectiveness with p = {0.05, 0.1, 0.15, 0.2}.
In Fig. 5(c) and Fig. 5(d), the SAPE values on the test data
and unlearned data are presented. We can observe when the
unlearning portion p increases, the SAPE value of our Exact-
Fun decreases, which can be explained through the viewpoint
of model retraining. When p is smaller, the probability of
retraining the quantized federated model in Exact-Fun is lower,
causing a larger difference between our quantized model and
the retrained model. In contrast, when p becomes larger, our
Exact-Fun algorithm needs to be retrained on the remaining
dataset, so the accuracy difference is reduced. Especially,
the SAPE value on the unlearned data decreases drastically
from p=0.05 to p=0.1. Because Exact-Fun does not retrain
the quantized model when p=0.05, the accuracy difference
between our unlearned model and the retrained model is large.
While, SAPE of the baseline INFOCOM22 keeps increasing
when p gets larger, because the baseline adopts a hessian
matrix based approximate unlearning, which has more error
when more data is removed. As a summary, our Exact-Fun
outperforms the baseline approximate unlearning algorithm in
effectiveness, especially when unlearning more data.

Unlearning Effectiveness (Privacy). Since the purpose of
unlearning is to remove the private information of deleted data,
membership inference attack (MIA) is a metric to evaluate the
unlearning effectiveness in many related works [7], [11], [25],
which infers whether a data sample is in the training dataset
of a model or not. So, for the deleted data, a lower MIA
accuracy means that the unlearning algorithm has stronger
privacy protection. In Table III, original model means we only
delete data but do not change the trained model, so high MIA
accuracy remains on both datasets. Retrained model has the
lowest MIA accuracy (near 50%) due to the complete re-
training on remaining dataset, so a good unlearning algorithm
should have similar MIA accuracy to the retrained model.
From Table III, we can see that for all α, our Exact-Fun
achieves similar accuracy as the retrained model and is much
lower that that of INFOCOM22, which means our Exact-Fun is
stronger in private information removal. The reason of Exact-
Fun’s success is that quantization perturbs model parameters,
and some retraining process further removes the information
of deleted data.

Unlearning Efficiency. The unlearning efficiency can be
measured by the unlearning speed-up ratio. Specifically, we
unlearn the same unlearning requests (i.e., deleting the same
data) via retraining method and different unlearning algorithms
separately, and we can obtain the average time to process one
unlearning request for each method. The unlearning speed-up
ratio is the ratio of the average time of retraining method to
the average time of different unlearning algorithms. The higher
speed-up ratio, the better efficiency.

The influence of α on the efficiency of Exact-Fun is shown
in Fig. 5(e). It is obvious that the speed-up ratio increases with
the increase of α, because a greater α value indicates a stronger
stability of our quantized federated model and less retraining
probability, leading to higher speed-up ratio. Compared with
the baseline (with fixed speed-up ratio 1.53), our Exact-Fun
is more efficient for every α. Then, the influence of p on
the unlearning efficiency is reported in Fig. 5(f). With the
increase of p, the speed-up ratio of Exact-Fun is reduced
because unlearning a larger portion part of data may break the
stability of quantized federated model, which results in more
retraining time. For the baseline, even though its speed-up ratio



increases as p gets larger, our Exact-Fun still outperforms and
can achieve over 10,000× speed-up ratio when p=0.05.

VI. CONCLUSION & FUTURE WORK

In this paper, we study the novel federated unlearning
problem. As a fresh solution of exact federated unlearning, we
design a Q-FL algorithm that supports exact unlearning, and
then propose the Exact-Fun algorithm to achieve unlearning.
In addition, we analyze the convergence upper bound of
proposed Q-FL algorithm, and give the analytical retraining
probability of the Exact-Fun algorithm. Extensive experiments
are conducted on real datasets with various parameter settings,
showing that our Exact-Fun outperforms the baseline signifi-
cantly in both effectiveness and efficiency.

As the attempt work on exact federated unlearning, to
facilitate data deletion at the federated server without request
conflict (i.e., one client wants to remove a data instance while
another does not want), we assume that all clients’ local
datasets are disjoint. Considering local clients’ data character-
istics (such as overlapping, correlated, and common datasets)
in reality, more complicated scenarios will be investigated with
further endeavors in our future work.
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